Abstract. The main focus of FRA-UNIted’s effort in the RoboCup soccer simulation 2D domain is to develop and to apply machine learning techniques in complex domains. In particular, we are interested in applying reinforcement learning methods, where the training signal is only given in terms of success or failure. This paper outlines the history and architecture of the FRA-UNIted team and highlights current educational and research efforts.

1 Introduction

The soccer simulation 2D team FRA-UNIted is a continuation of the former Brainstormers project which has ceased to be active in 2010. The ancestor Brainstormers project was established in 1998 by Martin Riedmiller, starting off with a 2D team which had been led by the first author of this team description paper since 2005. Over the years, a number of sister teams emerged (e.g. the Tribots and Twobots) participating in real robot leagues. Our efforts in the RoboCup domain have been accompanied by the achievement of several successes such as multiple world champion and world vice champion titles as well as victories at numerous local tournaments throughout the first decade of the new millennium.

While the real robot teams mentioned were closed down entirely, the 2D team has been in suspend mode since 2010 and was re-established in 2015 at the first author’s new affiliation, Frankfurt University of Applied Sciences, reflecting this relocation with the team’s new name FRA-UNIted, as well.

As a continuation of our efforts in the ancestor project, the underlying and encouraging research goal of FRA-UNIted is to exploit artificial intelligence and machine learning techniques wherever possible. Particularly, the successful employment of reinforcement learning (RL, [1]) methods for various elements of FRA-UNIted’s decision making modules – and their integration into the competition team – has been and is our main focus.

Moreover, the extended use of the FRA-UNIted framework in the context of university teaching has moved into our special focus. So, we aim at employing the 2D soccer simulation domain as a fundament for teaching agent-based
programming, foundations of multi-agents systems as well as applied machine learning algorithms.

In this team description paper, we disdain from presenting approaches and ideas we already explained in team description papers of the previous years. Instead, we focus on recent changes and extensions to the team as well as on reporting partial results of work currently in progress. We start this team description paper, however, with a short general overview of the FRA-UNIted framework. Note that, to this end, there is some overlap with our older team description papers including those written in the context of our ancestor project (Brainstormers 2D, 2005-2010) which is why the interested reader is also referred to those publications.

1.1 Design Principles

FRA-UNIted relies on the following basic principles:

- There are two main modules: the world module and the decision making module.
- Input to the decision module is the approximate, complete world state as provided by the soccer simulation environment.
- The soccer environment is modelled as a Markovian Decision Process (MDP).
- Decision making is organized in complex and less complex behaviors where the more complex ones can easily utilize the less complex ones.
- A large part of the behaviors is learned by reinforcement learning methods.
- Modern AI methods are applied wherever possible and useful (e.g. particle filters are used for improved self localization).
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**Fig. 1.** The Behavior Architecture

1.2 The FRA-UNIted Agent

The decision making process the FRA-UNIted agent is inspired by behavior-based robot architectures. A set of more or less complex behaviors realize the agents’ decision making as sketched in Figure 1. To a certain degree this architecture can be characterized as hierarchical, differing from more complex behaviors, such as “no ball behavior”, to very basic, skill-like ones, e.g. “pass behavior”. Nevertheless, there is no strict hierarchical sub-divisioning. Consequently, it is also possible for a low-level behavior to call a more abstract one. For instance, the
behavior responsible for intercepting the ball may, under certain circumstances, decide that it is better to not intercept the ball, but to focus on more defensive tasks and, in so doing, call the “defensive behavior” delegating responsibility for action choice to it.

2 Current Efforts

This section is meant to reflect some of our research and development activities throughout the recent year.

2.1 Refactoring the Code Base

After reestablishing the team in 2015, we intended to also use it more actively in teaching (including student projects, bachelor theses, and student-based workgroups). Since the team was created in 1998, almost 20 years ago, and suspended since 2010, the team code was not state of the art from a technical point of view. From a beginner’s and many students’ point of view, many structures appeared grown and thus in parts unclear and confusing. Therefore, our main focus was on a rework and clean-up of the team code that would provide these students an easier access to the team. In the refactoring process the team code was reorganized in a whole new file structure, which is more understandable and easier to use. A single class per file policy was enforced as well as a strict object-oriented software re-design and a warning-free coding policy to enable easier debugging. Specifically, to improve the team and make working with it easier, we extended it in the following ways: (1) We designed a new build process that formats the compilation output, making it easier to see errors that occur during compilation. (2) To simplify debugging we implemented a debug mechanism that starts all agents, but one of them in the gdb with a set break-point. (3) When testing with extended logging, we identified performance problems. We solved them by generating a file system in the main memory and writing the log data into it. At the end of the match the files are moved to their default location.

2.2 Learning to Dribble

It has been one of our team’s traditions to replace hand-coded player skills by those learnt using reinforcement learning [2–6]. Our current effort includes making our players learn autonomously to dribble as fast as possible into any given direction, keeping ball possession, avoiding collisions, and moving ahead as gently as possibly. This is work in progress which is why more details on this subproject will be available and worth reporting at a later point of time. We hope to employ the RL-based neural dribble behavior during the next tournaments.

2.3 Improving Neck and View Behaviors

As a result of reviewing our team’s playing strategy and comparing it to strategies of several opponent teams, we found that improvements regarding our own
way of influencing the players’ neck and view behavior need to be applied. The first step of doing so was done by merging both, the neck and the view controller, to a combined “NeckAndView” behavior. Our goal in developing the combined behavior is to be able to match up neck- and view-controlling to a point where they deliver the best results, helping us to improve our team’s competitiveness. This will be achieved by a combined decision making process that allows our players to decide which neck orientation and view field fit together best at any given time.

This is work in progress. At the moment, the combined controller acts like the two former ones with addition of a functionality that allows us to perform emergency requests in order to look at specified absolute angles on the field. The result of these requests is calculated by firstly checking, if the desired angle is reachable by only changing the player’s neck orientation and then applying the needed neck angle to the player. Should this not be possible, the needed view angle will be calculated and applied alongside the newly calculated neck angle. Due to distortion, a critical point (180 degrees behind the player) arises where the method will fail to deliver the desired results.

### 2.4 Repeatability of Multi-Agent Competition Results

Recently, we published the results of empirical studies that aimed at quantifying the progress made in soccer simulation 2D during the previous years: We focused on both, soccer simulation’s so-called “first stable period” from 2003 to 2007 [7] as well as on the more recent “second stable period” from 2010 to 2015 [8].

In line with this and as a continuation of our efforts to systematically evaluate the recent progress made in soccer simulation, we again performed an extensive empirical study involving all of the released 18 binaries from the RoboCup 2016 tournament\(^2\). The study comprised approximately 85,000 matches and aimed at finding the ground truth of the team performance of last year’s world championships tournament. This is similar to the work of Budden et al. [9] who specifically focused on different tournament formats and answered the question which tournament formats do bring about results that are most aligned to the “ground truth” of the participating teams’ strengths.

Here, we present an excerpt of our findings. The full set of empirical results is currently in the process of being finalized and prepared for being published. Our results allow for concluding:

- RoboCup 2016 has witnessed a situation where the two finalist teams (Gilders and Helios) were as close to each other as never before, at least as far as the RoboCup tournaments from 2009 onward as well as between 2003 and 2007 [7] are considered. A standard game between these two competitors ends in a draw in 58% of the cases. Figure 2 (right) shows that, to this end, the second closest situation was in 2012 where, however, the share of

\(^1\) Note that a “stable period” refers to the time period during which the Soccer Server software underwent no changes.

\(^2\) Binaries retrieved from chaoscripting.net.
draws was as low as 24%. The parity of the champion and runner-up is also supported by the average score (averaged over 500 matches) of 0.300:0.378 with a standard deviation of 0.546:0.638 which is by far the lowest number of goals shot in recent years as shown in Figure 2 (left).

- In [9], the authors use the $L_1$ distance to capture the difference between the ranking $r^*$ resulting from a RoboCup tournament and the ranking $r^{gt}$ resulting from a massively repeated simulation of matches using published binaries (ground truth):

$$d_1(r^*, r^{gt}) = \sum_{i=1}^{n} | r_i^* - r_i^{gt} |$$

Considering only the top eight teams from the respective year’s RoboCup tournament, the authors found that the $d_1$ distance was 12 in 2012 and 12 in
2013. In 2014, given the changed tournament format (which has been kept ever since), that distance value has dropped to 4. For last year’s tournament (RoboCup 2016), however, we find that $d_1$ takes a value of 10. It remains an open question whether this value would have been lower or higher under a different tournament scheme.

- Table 1 provides an overview over the discrepancy between the ranking from RoboCup 2016 and the ground truth using the continuous evaluation scheme [9]. If the focus on the teams on the top 8 ranks is dropped, we find that the ranking error takes a value of 36 on the set of the teams that made it to the main round (top 16) and even 47 on the full set of all 18 participants.

3 Summary

In this team description paper we have outlined the characteristics of the FRA-UNIted team participating in RoboCup’s 2D Soccer Simulation League. We have stressed that this team is a continuation of the former Brainstormers project, pursuing similar and extended goals in research, development as well as for teaching purposes. Specifically, we have put emphasis on our most recent research and development activities.
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